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Summary
In this work, we study how variations in pre-processing
steps of structural brain networks affect reliability and
ability to distinguish subjects. We compare 35 structural
connectome-building pipelines for which we vary diffusion
reconstruction models, tractography algorithms and par-
cellations. Next, we classify structural connectome pairs
as either belonging to the same individual or not and com-
pare our results to Intraclass Correlation Coefficient (ICC).
Our main result: probabilistic tracking using ei-
ther a Constrained Spherical Deconvolution local
model [2] or the Constant Solid Angle method [1]
gives the best combination of pairwise classification
and mean ICC.

Pipelines and features
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Methods
We propose to use pairwise classification accuracy
(PACC) as a supplement to the usual ICC used
in test-retest datasets. As an additional validation of
pipelines and features, we also evaluate accuracy of a sex
classification. We denote a set of connectomes derived from
particular pipeline as {Ci

j}, where j is an index of a subject
and i is an index of an image.

Pairwise classification. For each connectome, each
normalization and each set of features described in ’exam-
ine pipelines’ section we make all possible pairs of connec-
tome features – (f(Ci1

j1
), f(Ci2

j2
)). For each pair, we assign

a binary target variable – 1 if connectomes were from the
same subject (j1 = j2), 0 – if they were from different sub-
jects (j1 6= j2). Finally, for each pair we build a vector of
three features, describing their difference ‖f(C1)− f(C2)‖
according to l1, l2 and l∞ norms. Due to imbalance of
classes in generated pairs, we use all samples with label 1
and equally sized random subsample of 0.

Validation. We use linear classifiers for pairwise and sex
classification problems. We measure model performance
and accuracy in a two-step validation procedure. First, for
each dataset, we perform hyperparameter grid search based
on a 5-fold cross-validation with a fixed random state for
reproducibility. Then we evaluate the best parameters on
50 train/test splits with fixed different random states (test
size was set to 20% of data). We characterize each connec-
tome building pipeline and feature by mean pairwise/sex
classification accuracy on these 50 test splits.

Data
We used three datasets from the Consortium for Reliability
and Reproducibility [3]. Summary is in the table.

Dataset N
Scans per
subject

Age,
years

Number
of females

Retest period,
days

DWI
directions

BNU 1 49 2 23.0 ± 2.3 23 33-55 30
HNU 1 30 10 24.4 ± 2.4 15 3-40 30
IPCAS 1 26 2 20.7 ± 1.7 19 5-29 60

Results
Figure 1 shows scatter plots of PACC vs ICC depending on the reconstruction model,
tractography, normalization and parcellation. The combination of CSA/CSD recon-
struction model and probabilistic tractography performs best. Weighted degrees,
number of triangles, clustering coefficient and PageRank all have scatter patterns closely
mimicking that for bag of edges; likewise, a pattern similar to closeness centrality holds
for betweenness centrality, eigenvector centrality and local efficiency.
Figure 2 shows the accuracy of the sex classification task in four groups: high/low PACC
and high/low ICC. Unlike their combination, neither low ICC nor low PACC
alone is sufficient to predict poor sex classification accuracy.
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Figure 1: Scatter plots for mean feature ICC and PACC for bag of edges (left) and close-
ness centrality (right) depending on reconstruction model, tractography, connectome
normalization and parcellation. Each point represents a weighted mean of ICC/PACC
across three datasets. ICC was weighted by the number of subjects and pairwise classifi-
cation by the number of scans per subject.
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Figure 2: Distribution of sex classification accuracy depending reconstruction model in
terms of high/low PACC and ICC (left), specified by parcellation (right). Each sex clas-
sification accuracy value is a weighted mean across datasets weighted by the number of
subjects. PACC threshold was set at 0.9, ICC threshold was 0.6.

Our results suggest that the method may be useful in identifying overall trends
in connectome usefulness beyond simply feature-wise reliability measures, par-
ticularly with respect to DWI model choice and tractography approaches. As
well, our results appear to confirm the intuition that having both low ICC and low pair-
wise classification accuracy generally leads to poor performance in unrelated classification
tasks. It is also notable that PACC or ICC alone are not sufficient to identify reliably
features poorly suited for our test classification task. Though the results are promising,
they must be viewed with some skepticism given the limited nature of our validation.
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